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Abstract 
 

Geomagnetic storms pose significant risks to technological systems on Earth. One of the ways to identify 
the level of a storm is from the Sym-H plot images. The fewer features used for image interpretation, the 
simpler and more efficient the analysis becomes. In this study, we applied Principal Component Analysis 
(PCA) to the Sym-H index images, initially consisting of seven statistical features. Through PCA, this study 
managed to reduce these features to just two principal components, capturing over 98% of the total variance 
in the first two components, thereby retaining essential information while simplifying the dataset. This 
reduction not only simplifies the visualization and interpretation of the Sym-H plot images but also retains 
the critical information necessary for understanding geomagnetic storm dynamics. By focusing on these two 
principal components, we can effectively present and analyse the essential patterns and behaviours of 
geomagnetic activity during storm events. The findings highlight the potential of PCA to enhance space 
weather forecasting and improve the resilience of technological infrastructure against solar storm impacts.  

 
Keywords: Principal Component Analysis (PCA), Sym-H Index, Geomagnetic Storms, Space Weather 
Forecasting, Feature Reduction 
 
 
Introduction 
 
Geomagnetic storms can be deemed one of the destructive forms of Space Weather event, 

adversely affecting various technological systems on the Earth. Geomagnetic storms cause 

fluctuations in the Earth's magnetic field, and the intensity of these variations is represented by 

the Sym-H index (Collado-Villaverde et al., 2021). Sym- H index is also used in examining how 

the ionosphere responds to the solar events with a view of determining the effect of space weather 
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on the earth’s magnetic field and ionosphere (Younas et al., 2018). Sym-H index is employed as 

the operative Dst index with higher time resolution for assessing the geomagnetic storm 

intensification (Wabliss et al., 2006). However, the complexity and high dimensionality of the data 

associated with Sym-H images can pose significant challenges for analysis and interpretation. 

Principal Component Analysis (PCA) is one of the popular techniques applied in computer 

science, mathematics, and artificial intelligence for reducing the dimensionality of the data 

(Karamizadeh et al., 2013). It entails the process of converting the original data set that has many 

variables, complexity and high dimensionality into a new set of variables which are orthogonal and 

yet retains as much of the variance of the original data as possible. In other words, PCA reduces 

the dimensionality of data by projecting them into a lower-dimensional linear subspace, and at the 

same time, it preserves the important information in the data (Pedretti et al., 2023). This reduction 

in dimensionality is important when working with large multivariate data sets since it assists in the 

simplification of the data structure and analysis (Jolliffe, 2014). However, despite its popularity, PCA 

has several drawbacks that should be noted. Wei (Wei and Ouyang, 2024 points out that classic 

dimensionality reduction approaches, such as PCA, entirely neglect the target information. This 

means that PCA focusses primarily on the variance of the data and may not account for the target 

variable's special qualities or links to the data. Another limitation of PCA is that it may be ineffective 

in finding weak features in time-varying signals or data with low correlations (Shi et al., 2020). The 

approach of extracting principal components in PCA includes picking only a small number of 

primary elements, which might result in information loss and make it difficult to find subtle or weak 

patterns in the data. 

In the field of machine learning and data analysis, PCA is particularly valuable in scenarios 
where a dataset contains many variables that are highly correlated with each other. This 
correlation means that the variables share similar information, leading to redundancy and 
complexity in the data. PCA addresses this issue by transforming the correlated variables into a 
smaller set of uncorrelated variables known as principal components. PCA is widely used to 
increase the performance of the algorithms by eliminating unimportant features or variables while 
preserving the features that contain important information (Reddy et al., 2020). PCA has also been 
reported to enhance the deep neural network models when used in tasks such as house price 
predictor (Mostofi et al., 2021). Furthermore, PCA has been compared with other features 
extraction methods such as Linear Discriminant Analysis (LDA) for other machine learning 
algorithms and the results have been compared (Reddy et al., 2020). Some of the areas which 
have utilized PCA include agriculture, climate science, and medical research among others, which 
has demonstrated the capability of PCA in working with various kinds of data (Ali et al., 2023, 
Rieger & Levang, 2024). This demonstrates how the PCA and related methods are versatile in 
handling and analysing of complex data and modelling them. 

PCA is commonly applied in space weather studies for the analysis and interpretation of 

multivariate data concerning different aspects of space weather. For example, Benitez et al. 

Benitez (Benitez et al., 2024) used PCA to reduce the feature correlation of weather variables to 

effectively analyse the solar photovoltaic production efficiency.  Likewise, Wang et al., (2022) 

revealed the efficacy of PCA in analysing the quantitative variables that are inter-correlated for 

meteorological visibility prediction. Furthermore, PCA has been used to predict TEC changes in 

certain areas; thus, it can be used to predict ionosphere changes during geomagnetic storms and 

solar flares (Morozova et al., 2022). The PCA based model shows that most of the TEC changes 

can be explained by the first two principal components. In the other work, Morozova and Rebbah 

(2023) investigates the application of PCA to identify the solar quiet (Sq) variation from the 

geomagnetic field records. The authors apply PCA to the X, Y, and Z components of the 

geomagnetic field and different time intervals and solar and geomagnetic activity levels. It is 
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observed that PCA is quite useful for extracting Sq variations especially for the Y and Z 

components of the geomagnetic field and the first principal component (PC1) is seen to represent 

Sq variations most of the time. High-Intensity Long-Duration Continuous AE Activity (HILDCAAs) 

was also modelled during the solar minimum of cycle 23/24 using PCA (Klausner et al., 2021). 

PCA is used on the geomagnetic indices to obtain the PCs that describe the main features of the 

geomagnetic field data variation and reveals that PCA is useful in distinguishing the dominant 

components of geomagnetic activity associated with HILDCAAs.  

This study will leverage Principal Component Analysis (PCA) for feature reduction on Sym-H 

index plot images, which is used to interpret geomagnetic storm activity. By reducing the initial 

statistical features, the reduced dimensionality will help in maintaining essential information while 

providing a more manageable and optimum dataset for interpreting severe and weak geomagnetic 

storms via the Sym-H images. 

 
 
Materials and Methods 
 
Data Selection 
 
Sym-H can be classified into three categories, weak storms SYM‐H between −150 and −80 nT, 

moderate storms Sym‐H between −300 and −150 nT and intense storms SYM‐H of less than 

−300nT (Hutchinson et al., 2011). However, in this work, the data are focused on severe and weak 

geomagnetic storms, with severe storms having the values of Sym-H between -100 nT to -600 nT. 

While for weak geomagnetic storms, the minimum Sym-H values are between -20 to -70 nT as 

shown in Error! Reference source not found.. Five samples of Sym-H images show severe 

storms, and six Sym-H images represent weak storms. Data are retrieved from the OMNI 

database at https://omniweb.gsfc.nasa.gov/form/omni_min.html. 

 
Table 1. Geomagnetic storms event selected with severe and weak level of storm. 

 

Storm 
no. 

Start date End date Minimum Sym-H (nT) Category a 

1 16 March, 2013 20 March, 2013 -132 S 

2 16 March, 2015 20 March, 2015 -234 S 

3 21 June, 2015 24 June, 2015 -208 S 

4 6 September, 2017 10 September, 2017 -146 S 

5 10 May, 2024 13 May, 2024 -518 S 

6 1 July, 2019 4 July, 2019 -28 W 

7 3 October, 2019 6 October, 2019 -22 W 

8 10 December, 2021 13 December, 2021 -21 W 

9 10 May, 2020 13 May, 2020 -22 W 

10 20 June, 2021 23 June, 2021 -22 W 

11 4 May, 2024 7 May, 2024 -66 W 

a S – Severe, W – Weak 
 

https://omniweb.gsfc.nasa.gov/form/omni_min.html
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Methodology  
 
To achieve the objective of this study, the method is described in the flow chart provided in Figure 

1, which entails the gathering and selecting of data, focusing on geomagnetic storm events of 

severe and weak intensity. Data is gathered and then temporal variations and characteristics 

related to geomagnetic storms is visualized by generating the time series plots. The essential 

statistical features from these images are then extracted and differentiated between the severe 

and weak Sym-H images. The features selected for PCA include mean, variance, skewness, 

kurtosis, variance intensity, number of peaks, and number of troughs. These features were chosen 

because they represent the central tendency, variability, distribution shape, and dynamic 

characteristics of the Sym-H index, which are essential in distinguishing between different 

intensities of geomagnetic storms. 

 

 
 

Figure 1. Research Method Flow for Feature Reduction on Sym-H Index Images Using PCA. 
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Organizing the data constitutes the steps of data initialization and data preprocessing. This 

step involves some data pre-processing techniques, which comprises of feature selection, 

extracting the input variables and labelling the output categories. There is a need to scale and 

normalize the data to ensure that all the features are utilizing the same measure in PCA. This 

normalization also helps to avoid the domination of any features by their scales since this can 

disproportionately influence the analysis. Following data standardization, PCA is carried out on 

the standardized data so that the dataset’s dimensionality can be reduced while at the same time 

preserving as much variance as possible.  

With the dataset being appropriately normalized, the variance in the data is significant 

enough to allow PCA to effectively reduce the dimensionality while preserving the most critical 

information. The PCA then performed the correlation matrix since the features vary in scale, to 

ensure that all features contribute equally to the analysis. This reduction is done by transforming 

the original features into a new data set that has two distinct variables known as the principal 

components. Subsequent to this, the total percent of variance is computed in order to identify how 

many of the principal components should be used to explain as much variation as possible from 

the data. In order to identify the number of components to retain, the accumulated explained 

variance is plotted. Thus, from the explained variance, the number of principal components to be 

retained is deduced and the rest of the dataset is then truncated out. The final step involves the 

construction of the biplots to facilitate the interpretation of the PCA outcomes. Biplot visualization 

helps unravel the structure of the data and the feat achieved by the PCA in the differentiation of 

various kinds of geomagnetic storms.  

 
 
Results and Discussions 
 
Statistical Features in Sym-H Index Time Series Plot Images  
 
Figure 2 shows the image sample of the Sym-H Index time series plot image with all images in 
3216 x 2461 pixels. From these images, various statistical features are extracted and tabulated in  
Table 2 for weak and severe geomagnetic storms. These features include mean, variance, 
skewness, kurtosis, variance intensity, number of peaks, and number of troughs. The insights into 
the characteristics of the geomagnetic storms were gained by examining these features. 

The mean values for both weak and severe storms are quite similar, hovering around 0.98. 

Even though the central tendency of the Sym-H index does not differ significantly, we identify all 

images that have a mean of 0.98 and above as weak storms. The variance on the other hand is 

slightly higher for severe storms (e.g., 0.020984) compared to weak storms (e.g., 0.017391). This 

suggests that severe storms exhibit greater variability in their Sym-H index values with 0.019 as 

its threshold. While for the skewness and kurtosis, it provides information about the distribution 

shape of the Sym-H index data. Kurtosis is a measure of the tailedness or the extremity of outliers 

in a probability distribution. It is calculated as follows: 

 

Kurtosis =  
𝑛(𝑛+1)

(𝑛−1)(𝑛−2)(𝑛−3)
∑ (

𝑥𝑖−𝑥̅

𝑆
)
4𝑛

𝑖=1
−

3(𝑛−1)2

(𝑛−2)(𝑛−3)
 

Where: 
n is the number of data points 
xi is each individual data point 
x̄ is the mean of the data points 
s is the standard deviation of the data points 
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This formula provides the "excess kurtosis," which makes the kurtosis of a normal 
distribution zero. Positive values indicate a distribution with heavier tails and a sharper peak, while 
negative values indicate a distribution with lighter tails and a flatter peak. Both weak and severe 
storms show negative skewness, indicating a left-skewed distribution. The skewness values for 
severe storms (e.g., -6.46881) are generally less negative than for weak storms (e.g., -7.31453), 
implying a less pronounced skew in severe storms. Kurtosis values are higher for weak storms 
(e.g., 54.50229) than for severe storms (e.g., 42.84556), indicating that weak storms have heavier 
tails, and a higher peak compared to severe storms. 

 

Furthermore, the variance intensity, that is the intensity of the variance over the time series 
can be a specialized metric, often involving the change in variance over segments of the time 
series. This feature helps in detecting periods of high variability, which might be significant for the 

 
Figure 2. Samples of Sym-H time series plot of severe (on the left) and weak (on the right) geomagnetic 

storm. 

Table 2. The statistical features of the Sym-H index plot 

 
Mean Variance Skewnes

s 
Kurtosis Variance 

Intensity 
Num 

Peaks 
Num 

Troughs 

Weak 0.982296 0.017391 -7.31453 54.50229 1588380 3 4 

0.983689 0.016045 -7.63719 59.32663 1533404 3 4 

0.982055 0.017623 -7.26249 53.74374 1573959 3 4 

0.982418 0.017273 -7.34127 54.89428 1555761 3 4 

0.983133 0.016582 -7.5037 57.30548 1240896 3 4 

0.982097 0.017582 -7.27152 53.87505 1583538 3 4 

0.982097 0.017582 -7.27152 53.87505 1583538 3 4 

Severe 0.978556 0.020984 -6.6072 44.65505 1975188 9 10 

0.97769 0.021812 -6.46881 42.84556 1750736 5 6 

0.979737 0.019853 -6.80959 47.3705 1655304 5 6 

0.976816 0.022647 -6.33689 41.15611 2290367 15 16 

0.979414 0.020162 -6.75257 46.59726 1768275 7 8 
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phenomenon being studied, representing the overall intensity of variability. It is significantly higher 
in severe storms (e.g., 1975188) compared to weak storms (e.g., 1588380). This aligns with the 
expectation that severe storms should exhibit greater overall intensity and variability. Severe 
storms have more fluctuations in the levels, such as peaks (e.g. 9) and troughs (e.g. 10) compared 
to weak storms which have few fluctuations such as 3 peaks and 4 troughs. This implies that 
severe storms are characterized by more fluctuation and dynamism in the value of the Sym-H 
index. 

Analysing the data containing the value of the Sym-H index, the main statistical 

characteristics significantly differentiate between weak and extreme storms. In addition, weak 

storms contain a lesser variance, have negative skewness, and have higher kurtosis as compared 

to severe storms, these storms have intense variance and possess a greater number of peaks 

and troughs than the weak storms. Collectively, these features offer a clear and distinct basis for 

identifying and differentiating between the characteristics and intensities of weak and severe 

geomagnetic storms, thereby facilitating accurate categorization. 

 

Principal Component Analysis (PCA) 
 
The biplot and the cumulative explained variance plot of the PCA results depicted a good indication 

of the higher-order structure of the analysed data in classifying Sym-H indices into intense or weak 

storms, and this is presented in Figure 3. The obtained biplot shows the projection of the variables 

based on the first two PCs (PC1 and PC2). Analysing the factor loadings, it is observed that for 

Component 2, the variables ‘num Troughs,’ ‘num Peaks,’ as well as the ‘variance Intensity,’ are 

significant and all have positive values, proportionally relating to the selected factor. Thus, it may 

be concluded that, although the ‘Variance’ and ‘skewness’ have negative values with Component 

2, it means they have positive magnitude of linkage to Component 1, which indicates that they are 

more relevant to the variance reflected by this component. Next, the factor ‘Kurtosis’ and ‘mean’ 

have a high positive number on Component 1 meaning that they are strongly related to this 

component. 

The second important remark is the interconnections of the variables involved. These are 

observed where such an assumption is made as with ‘num Troughs’ and ‘num Peaks’ where the 

latter is assumed to be a continuation of the former as it deals with a similar aspect of the data 

input. 'Variance' and 'skewness' exhibit a strong negative correlation with 'kurtosis' and 'mean,' 

indicating an inverse relationship between these sets of variables. In terms of the data distribution, 

the distribution of the red points (representing individual observations) indicates how well the 

principal components separate the data. The spread along the axes suggests variability within the 

dataset and highlights the significance of each component in capturing this variability. 

The cumulative explained variance plot shows the percentage of variance explained by 

the principal components. In terms of the explained variance, the first two components explain 

over 98% of the total variance in the data, with Component 1 explaining around 91% and 

Component 2 adding approximately 7%. The inclusion of additional components beyond the 

second one contributes negligibly to the total explained variance, indicating that the first two 

components are sufficient to capture most of the variability in the dataset. While on dimensionality 

reduction, the steep rise in the explained variance with the first two components justifies the focus 

on these components for analysis, as they encapsulate the essential information needed for 

classifying the Sym-H indices. The percentage of variance captured by PCA shows that a major 

proportion of the variability in the dataset is accounted for by the first two PC’s which points out to 

be useful input in categorizing different storms. The high variance indicated by the above 
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components is quite high, which confirms the effectiveness of PCA when applied to this dataset 

as it simplifies the dimensionality of the images.  

 

Parameters like ‘num Troughs,’ ‘num Peaks,’ ‘Intensity,’ ‘Variance,’ ‘Skewness,’ ‘Kurtosis,’ 

and ‘Mean’ are central to determining the principal components, which therefore shows why they 

are relevant in characterizing the Sym-H index. The relations of these variables reveal the 

necessary patterns and dependencies that are vital in identifying the image characteristic.  In other 

words, when carrying out the analysis, the researchers should concentrate on the first two principal 

components that will help in simplifying the data while keeping essential details, thus sparing 

resources and increasing the likelihood of correct categorization of the storm effects. Thus, it 

contributes more to interpretability and robustness of this analysis, and it can be used as a tool for 

understanding the space weather events’ classification. 

Error! Reference source not found. shows the new data sets that were generated after 

applying PCA on the Sym- H index data set having retained the first two principal components. 

This table shows how the given high dimensionality data is converted to a lower dimensionality 

without much loss of information in regard to the intensities of solar storms. Every row in Error! 

Reference source not found. is an observation, identified as either weak or severe geomagnetic 

storms. The values in the columns labelled ‘Weak’ and ‘Severe’ are the projections of the data 

points in the new dimension formed by the two principal components. These values show how 

each observation is mapped into the principal components and give a clear separation of one 

storm intensity from another. This projection demonstrates the feasibility of applying PCA to model 

the essential variations in the range of data sets. 

The value of the principal components derives from their capability in expressing most of 

the original data’s variation in terms of some linearly independent variables. The values listed in 

the Error! Reference source not found. represent the same set of points in the lower 

dimensional space and it is observed that weak and severe storm data points are separated more 

clearly. This clear separation indicates that PCA serves the purpose of improving from classifying 

 
Figure 3. Principal Component Analysis (PCA) results of Sym-H index features. The biplot (left) 

shows the projection of the variables onto the first two principal components, highlighting their 

contributions and relationships. The cumulative explained variance plot (right) indicates that the first 

two components capture over 98% of the total variance, demonstrating the effectiveness of PCA in 

reducing dimensionality while retaining essential information for classifying solar storm categories. 
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the different storm intensity with adequate distinction. Moreover, the decrease in the number of 

features preserves the distribution and data necessary for Sym-H category to the best extent, 

despite the dimensionality of the problem. This does not only make the requirement of 

computational resources lesser but also increases the rate of analysis and classifications.  

 

 

Conclusion 
 
This study has effectively applied Principal Component Analysis (PCA) on the Sym-H index plot 

images that contained seven statistical features and was able to compress the features to two 

principal components. Both these factors accounted for more than 98% of the total variance, which 

means that the important information was kept, while the number of variables was decreased. Due 

to reduced dimensions, the main aspects of Sym-H plot images could be depicted and analysed 

in a better approach without losing the significant features that define the geomagnetic storm. This 

reduction demonstrates the efficiency of PCA in dealing with high dimensional space weather data 

to ease the analysis and increase the interpretability of the indices.  

By focusing on the principal components, this study provides a clearer and more efficient 

method to analyse geomagnetic activity during storm events. Thus, the presented study highlights 

the possibilities of PCA application for the advancement of space weather classification and 

protection of technological systems against solar storms. Further work will include the 

establishment of these PCA reduced features into classification models to improve the accuracy 

of storm classification and forecasting. 
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