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Abstract: The behaviours of most Death Row inmates in pre-prison era typically involve neurological 
insult, developmental histories of trauma, family disruption, and substance abuse. These behaviours 
lead them to commit crimes that finally land them into death row in prison. Rates of psychological 
disorder among death row inmates are high, where environments and conditions of confinement 
appear to aggravate such disorders. The last statements of Death row inmates can be deeply 
emotional. Several Machine Learning (ML) algorithms can be used to classify these emotions. 
Although simple, the Naïve Bayes algorithm is a popular algorithm that has proven to be robust in 
text mining. In this study, the Naïve Bayes and benchmark data available from the Texas Department 
of Criminal Justice to detect and classify emotions from the lasts statements of youth executed on 
death row. Friedman’s test with Bonferroni Adjustment was employed to examine whether the 
executed inmate’s ethnic race has an effect on the emotion of their final statement. Findings from the 
study indicated that despite ‘anger’ having both highest minimum and maximum values compared to 
other emotions, it did not achieve the highest mean score and it came second to the emotion ‘joy’. 
Joy has 0.31 mean score followed by anger with 0.30, sad with 0.26, love with 0.06, fear with 0.05, 
and surprise with 0.02. Using the Friedman’s test with Bonferroni adjustment, this study discovered 
that there was no significant difference between the different ethnic races of executed inmates and 
emotions from their last statements. 
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1. INTRODUCTION 
 
Sentiment analysis is an important activity that is applicable through different domains ranging from security 
(Jurek et al.  2014), politics (Awwalu et al. 2015), to businesses (Al-Kharusi et al. 2015). It mainly focusses 
on the polarity of people’s opinions on positivity, negativity and at times neutrality. However, it does not 
focus on emotions that lead to such sentiments, these emotions includes; sadness, anger, fear, joy, surprise, 
and love. Emotions can be detected not only from texts but also from pictures, moving or static.  

The final words before death is fascinating and have been collected for a long time in writing for a very 
long time as it offers researchers insights on how people cope with imminent threats such as death 
(Hirschmüller and Egloff, 2016). This is no different for death row inmates at point of execution. They are 
given the chance to make final statements before executed. Death row inmates can be very emotional as 
execution nears, and studies have been conducted on identifying emotions from their last statements. 

The Naïve Bayes algorithm is a probabilistic classifier that is widely used in Machine Learning 
classification tasks. It is fast and works with degree of certainty as commonly known in probability or with 
any probabilistic models. 
 
1.1   Background of Study  
 
The behaviours of Death Row inmates in pre prison era involve neurological insult, developmental histories 
of trauma, family disruption, and substance abuse. These behaviours lead them to commit crimes that finally 
land them into death row in prison. Rates of psychological disorder among death row inmates are high, 
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where environments and conditions of confinement appear to aggravate such disorders. The last statements 
of Death row inmates can be deeply emotional. 

In this study the Naïve Bayes and benchmark data available from the Texas Department of Criminal 
Justice website is used to detect and classify emotions from the lasts statements of youth executed on death 
row inmates. There are different definitions for the age range of youths. According to UNESCO, the age 
range of youth is between 15 to 25 years (UNDESA, 2014) the African Union define the age range from 15 
to 35 years (African Youth Charther, 2014). For our age range definition of youths, 32 years and less age is 
used so as to have enough data for the study. Also use Friedman’s test is used to conduct statistical analysis 
of results obtained from our emotion classification. 

As stated by Boccaccini and Brodsky (2002), rates of psychological disorder among death row inmates 
are high, where environments and conditions of confinement appear to aggravate such disorders. Contrary 
to negative emotions that can result from such disorders, a study by Hirschmüller and Egloff (2016) found 
positive emotional language in final words of the executed. This study aims to find out emotions from the 
youths executed and how their emotions vary across their different ethnic races. 
 
1.2  Aims and Importance of Study  
 
This study aims to find out emotions from the youths executed and how their emotions vary across their 
different ethnic races. The objectives are: 
i. Classify executed youth inmates emotions from their last statements using Naïve Bayes algorithm and 

unigram and bigram bag of words (BOW) 
ii. Statistically analyze the following using Friedman’s test and Bonferroni adjustment 

a. Distribution of their emotions 
b. Discover how their emotions vary based on their ethnic race. 

This study can be used by the following: 
i. Government and Decision Makers: They can use it to find out the feelings of executed inmates in terms 

of remorse or otherwise. And also to find out how best they can improve judgment delivery. 
ii. Psychologists: Psychology researchers can use this research to link up emotions of the dying executed 

person last statements and that of a suicidal person. They can also use the correlation between the two 
to identify possible suicidal person. 

 
1.3  Scope of Study  
 
This work is limited to youths of 35 years and below which are around 36.76% of the total number of 
executed inmates from the Texas Department of Justice. This means a larger number of executed inmates 
were not taken into account of this study. Also, other data sources of executed inmates’ final words were 
not considered for this research. As such it cannot be generalized for executed inmates everywhere. 

This work is scoped to the following: 
i. Data: Executed youths aged 35 and less inmates’ last statement from the Texas Department of Justice. 

200 youths that fall within the age range were executed from 1982 to June 2017. 126 were selected for 
this study, out of which 25 declined to make final statements. Therefore the statements collected are 
from 101 executed inmates. 

ii. Classification approach: Combination of Naïve Bayes and unigram, bigram bag of words. 
iii. Statistical analysis: Friedman’s test with Bonferroni adjustment.  
 
 
2. LITERATURE REVIEW 
 
Opinion Mining or Sentiment Analysis according to Medhat et al. (2014) is the computational study of 
people’s attitudes, opinions, and emotions toward an entity which could be individuals, topics or events. In 
most cases, it’s off the shelve software implementation is to find out positivity or negativity of opinions or 
people (Calefato et al. 2017) rather than finding specific emotions of people about a subject matter. This 
does not mean sentiment analysis does not cover emotions, it actually does. Just that in most of it 
implementations focus is given to positivity, neutrality, or negativity of people’s opinions. 
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2.1  Different Source for Emotion Recognition 
 

Several works have been done on emotion detection and classification. Emotion classification can be done 
in different ways, because emotions come from different sources. A work by Kwon et al. (2003) recognized 
and classified emotions from speech signals. A related work by Kim and André (2006) recognized emotions 
using physiological and speech signal in short-term observation. Emotions have also been recognized from 
images as done by Joshi et al. (2011) and Chen et al. (2015). Emotion detection can be implemented using 
Machine Learning (ML) approach, Semantic approach, or the two approaches combined (Medhat et al., 
2014). 

 
2.2  Emotion Detection from Text 

 
The Naïve Bayes algorithm is a popular classifier for emotion classification.  It has been used on Music lyric 
as text by researchers to detect or classify emotions. A study by et al. (2017) crawl the music lyrics and their 
labels from a popular website named Baidu music and make our four different datasets to automatically 
classification of Chinese music emotions more effective, used the lyrics of music to analysis and classify 
music based on emotion. Emotion labels for their work were depression, contentment, and exuberance. 
Similar study on music text from Turkish songs was conducted also using the Naïve Bayes algorithm by 
(Durahim et al, 2010). The different areas where the Naïve Bayes has been applied in text mining are shown 
in Table 1. 

A study by Spasić et al. (2012) classified sentences in suicide notes using a scheme of 15 topics, based 
on lexico–semantic properties of individual words in addition to regular expressions used to represent 
patterns of word usage across different topics. They trained a naïve Bayes classifier using the features 
extracted from the training data consisting of 600 manually annotated suicide notes. 

Another study to this one by Hirschmüller and Egloff (2016) on positive emotional language in final words 
by execution on the same dataset source as this study finds a tuning in to emotional positivity in death row 
inmates’ last statements using quantitative text analysis as a method. The study which used the complete 
dataset at the time it was conducted discovered focused on basics of emotions only which are positivity and 
negativity out of which they found the executed inmates last statement emotionally tuning to positivity. 

       
Table 1. Naive Bayes Emotion Classification Related Work 

Authors Research Domain 

Binali et al. (2010) Emotion detection in text 

Avetisyan et al. (2016) Algorithms for emotion classification 

An et al. (2017) Music emotion classification 

Jang et al. (2014) Bio-signals emotion recognition 

Spasić et al. (2012) Classifying topics in suicidal notes 

 
Several classifiers have been built using the Naïve Bayes algorithm as identified in this study. These 

studies as identified in this section includes Naïve Bayes algorithm to classify emotions in music, bio-signal, 
and suicidal notes. Previous studies such as Hirschmüller and Egloff (2016) based their emotion tuning to 
positivity or negativity only. However, the inmates last statements emotions classification go can be 
extended to be more clear and detailed beyond just positivity or negativity, such as Joy, Anger, Fear, Love, 
Surprise, and Fear. Also observing the previous study, it covered all last statements by the executed 
inmates. However, it can be focused on youth their ethnic races to observe differences if any in the different 
emotions classified from their last statements. 
 
3. METHODOLOGY 
 
This section discusses the methods used in implementing this study. This involves processes of data 
acquisition, experiments, and statistical analysis of results obtained from the experiments. As the emotion 
classification in this study a data mining task, the Cross Industry Standard Platform for Data Mining (CRISP-
DM) would be used as the data mining methodology for this study. The CRISP-DM is a hierarchical model 
that consists of six phases of process model (Wirth, 2000) that is widely used as the methodology for 
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developing Data Mining (DM) and Knowledge Discovery (KD) projects(Marbá et al, 2009). Figure 1 shows 
the six phases of CRISP-DM. 

 

 
Figure 1. Phases of the CRISP-DM Model, (Chapman et al., 1999). 

 
3.1 Business Understanding 

 
This is the first phase of the CRISP-DM, it focuses on understanding objectives and requirements, then 
converting this knowledge into a data mining problem definition with a plan designed to achieve the 
understood objectives. The data mining problem definition for this study is to:  
i. Classify executed youth inmates emotions from their last statements. 

a. Plan in emotion classification: Use Naïve Bayes algorithm and unigram and bigram bag of 
words (BOW). 

ii. Statistically analyze the distribution of their emotions and discover how their emotions vary based on 
their ethnic race. 

a. Plan: Using Friedman’s test and Bonferroni adjustment. 
 
3.2 Data Understanding 

 
This phase focusses on data collection and activities to get familiarized with it, and to identify data quality 
problems. Benchmark data was used for this study, so no data collection was done. The dataset used was 
obtained from the Texas Department of Criminal Justice website. It contains the last statements made by 
executed death row inmates from 1982 to 2017, with a total number of executions of 544 out of which 200 
are aged 35 years and less at the time of writing this report. 

 
3.3 Data Preparation 

 
The data preparation phase covers all activities to construct the final dataset (data that will be fed into the 
modeling tool(s)) from the initial raw data. Before the analysis, 126 out of the 200 inmates aged 35 and 
below last statements made in English language were collected. 25 out of the 126 inmates declined to make 
statements, so 101 statements were prepared for the emotion detection and analysis. A cleaned text file 
was created by removing special characters and paragraph breaks.   
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3.4 Modelling 
 

Modeling techniques are selected and applied, and their parameters are calibrated to optimal values. Naïve 
Bayes is the algorithm for modelling and training the classifier. It is a classifier named after Thomas Bayes 
(1702 – 1761) is a learning algorithm as well as a statistical method for classification. It captures uncertainty 
in a principled way by using probabilistic approach. Naive Bayesian classification provides practical learning 
algorithms and prior knowledge and observed data can be combined. The training set that consists of the 
following language models: 
i. Unigram: 515 instances 
ii. Bigram:3 instances 

The training dataset contain six classes, which are: sadness, joy, fear, surprise, love, and anger. The 
experiments for this study were implemented in Python using TextBlob. It is a Python version 2 and 3 library 
for processing textual data. It provides a simple API for diving into common natural language processing 
(NLP) tasks such as part-of-speech tagging, noun phrase extraction, sentiment analysis, classification, and 
translation. 

 
3.4.1 Emotion Classification.  
The emotion classification is in two levels. The levels are: 
i. Statement level: This is the emotion score for the complete statement given by the executed inmate.  
ii. Sentence level: This is the emotion score for individual sentences contained within the statement given 

by the executed inmate. 
For the sentence level classification, the probability distribution across the six emotion classes is 

indicated and the class with the highest value is set as the statement level emotion class. 
 

3.5 Data Analysis 
 

The statistical analysis is in SPSS using Friedman’s test. The test is used to test for differences between 
groups when the dependent variable being measured is ordinal or continuous. The default significance 
threshold was used, which is 0.05. The analysis is in the following stages: 
i. Ranking emotions within cases 
ii. Computing mean rank over cases 
iii. Friedman’s test analysis 
iv. Bonferroni adjustment  
 
4. RESULTS AND DATA ANALYSIS 
 
Results in this section are grouped into two: 
i. Experiments Result: This shows and discusses the result obtained from the emotion classification 

experiments. 
ii. Statistical Analysis Result: This shows and discusses results of statistical analysis conducted on 

classified emotions from conducted experiment. 
 

4.1 Experiment Results 
 

Varying emotions were detected from the executed inmates’ last statements. Table 2 shows the different 
emotions detected per each inmate statement from 20 out of the 101 inmates with its Naïve Bayes score, 
and then the emotion with the highest score is set as the emotion for the statement given by the executed 
inmate. The complete 101 inmate’s emotion score is shown in the appendix of this study. However, the 
different emotions from the 101 records is shown in Figure 2. 
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Figure 2. Executed inmate’s emotion score bar chart 

 
Table 2. Computed inmate’s emotion score 

Joy Anger Sad Fear Surprise Love Emotion Race 

0.27 0.05 0.65 0.03 0 0 Sad Black 

0 0.21 0.19 0.06 0.31 0.23 Surprise Black 

0.55 0.05 0.38 0.02 0 0 Joy White 

0.31 0.27 0.33 0.07 0 0.03 Sad Hispanic 

0.11 0.65 0.05 0.07 0 0.12 Anger Black 

0.55 0.05 0.38 0.02 0 0 Joy Black 

0.54 0.23 0.17 0.05 0 0.01 Joy Black 

0.36 0.33 0.13 0.08 0 0.1 Joy Black 

0.07 0.61 0.24 0.05 0 0.02 Anger Hispanic 

0.02 0.4 0.04 0.08 0.03 0.42 Love White 

0.55 0.05 0.38 0.02 0 0 Joy Hispanic 

0.55 0.05 0.38 0.02 0 0 Joy Hispanic 

0.31 0.27 0.33 0.07 0 0.03 Sad Black 

0.55 0.05 0.38 0.02 0 0 Joy White 

0.23 0.62 0.08 0.05 0 0.02 Anger Black 

0.55 0.05 0.38 0.02 0 0 Joy Black 

0.07 0.17 0.68 0.05 0 0.02 Sad Hispanic 

0.11 0.65 0.05 0.07 0 0.12 Anger Black 

0.04 0.24 0.32 0.4 0 0.01 Joy Hispanic 

0.13 0.25 0.5 0.08 0 0.04 Sad White 

 
4.2 Statistical Analysis Result 

 
4.2.1 Descriptive Statistics 
 
Results from statistical analysis from Table 3 shows surprise and love have the mode value of 0, and all 
emotions except for anger and fear having the minimum value of 0. Anger has the minimum value of 0.03 
which is stronger than that of fear 0.0.1. Also, anger has the highest maximum number 0.91 followed by 
surprise 0.74, joy 0.73, sad 0.68, and 0.56. Despite anger having both highest minimum and maximum 

Joy Anger Sad Fear Surprise Love

Emotions 31.58 30.33 25.78 5.41 1.55 6.31
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values compared with other emotions, it did not achieve the highest mean score. It came in second to joy, 
Joy has 0.31 mean score followed by Anger 0.30, Sad 0.26, Love 0.06, Fear 0.05, and Surprise 0.02. 

 
Table 3. Emotion Score Statistics 

 Joy Anger Sad Fear Surprise Love 

N Valid 101 101 101 101 101 101 

Missing 0 0 0 0 0 0 

Mean .31 .30 .26 .05 .02 .06 

Median .28 .24 .20 .05 .00 .02 

Mode 0.55 0.05 0.38 0.02 0 0 

Minimum 0 0.03 0 0.01 0 0 

Maximum 0.73 0.91 0.68 0.4 0.74 0.56 

 
Table 4. Descriptive Statistics of Emotion Score 

 N Minimum Maximum Sum Mean Std. 
Deviation 

Joy 101 0 0.73 32 .31 .231 

Anger 101 0.03 0.91 30 .30 .240 

Sad 101 0 0.68 26 .26 .172 

Fear 101 0.01 0.4 5 .05 .044 

Surprise 101 0 0.74 2 .02 .081 

Love 101 0 0.56 6 .06 .113 

Valid N 
(listwise) 

101      

 
From Tables 3 and 4 it can be seen that out of the total 101 classified statements emotions. The varying 

distribution of emotion classes are Joy 32 statements, anger 30 statements, sad 26 statements, fear 5 
statements, surprise 2 statements, and love 6 statements.  Figure 3 shows the race distribution of the 101 
inmates used in this study. 

 

 
Figure 3. Race Distributions of the 101 Executed Inmates 
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As shown in Figure 4, the variables “Race” and “Statement Emotion” contents are in string format. To 
carry out the Friedman’s test analysis, there is need to transform the contents from string to numeric. The 
transformed result is shown in Table 5. 

 

 
Figure 4. Variables Recoding 

 
20 records from each race were selected for the Friedman’s test. The selection table is shown in Table 

5 and 6. 
 

Table 5. Inmate Race Emotion Selection 

White Hispanic Black 

2 4 4 

3 1 5 

2 2 1 

4 2 2 

1 4 2 

2 2 2 

2 2 4 

2 2 1 

2 2 2 

3 1 1 

4 2 2 

3 2 1 

3 1 5 

2 1 4 

2 4 1 

2 2 1 

2 1 2 
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2 1 1 

1 4 1 

2 2 2 

 
Table 6. Quartile Presentations of Emotion Score Based on Race Distribution 

 N Percentiles 

25th 50th 
(Median) 

75th 

White 20 2.00 2.00 3.00 

Hispanic 20 1.00 2.00 2.00 

Black 20 1.00 2.00 3.50 

 
Tables 7 and 8 show the "Chi-square", degrees of freedom ("df") and the significance level ("Asymp. 

Sig."). It can be seen that there is an overall statistically significant difference between the mean ranks of 
the related groups as shown in Tables 7 and 8.  

Results of the Friedman’s test in Table 8 shows there was a statistically significant difference in perceived 
effort depending on emotion type by executed inmate based on race, χ2(2) = 1.719, p = 0.423.  
 

Table 7 Mean Ranks Table 8 Friedman’s Test Result 

 Mean Rank 

White 2.20 

Hispanic 1.93 

Black 1.88 
 

 

N 20 

Chi-Square 1.719 

df 2 

Asymp. Sig. .423 

 
4.3 Analysis Testing 
 
4.3.1 Friedman’s Test 
 
From the results in section 3.4.2, It can be seen that there are differences somewhere between the groups, 
but do not know exactly where those differences lie. Therefore the Post Hoc Test using Wilcoxon signed-
test was used to examine where the differences actually occur. 

 
Table 9. Wilcoxon Emotion Race Comparison Ranks 

 N Mean 
Rank 

Sum of 
Ranks 

Hispanic - White Negative Ranks 9a 5.56 50.00 

Positive Ranks 4b 10.25 41.00 

Ties 7c   

Total 20   

Black - White Negative Ranks 9d 6.83 61.50 

Positive Ranks 6e 9.75 58.50 

Ties 5f   

Total 20   

White - Hispanic Negative Ranks 4g 10.25 41.00 

Positive Ranks 9h 5.56 50.00 
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Ties 7i   

Total 20   

Black - Hispanic Negative Ranks 7j 5.21 36.50 

Positive Ranks 5k 8.30 41.50 

Ties 8l   

Total 20   

White - Black Negative Ranks 6m 9.75 58.50 

Positive Ranks 9n 6.83 61.50 

Ties 5o   

Total 20   

Hispanic - Black Negative Ranks 5p 8.30 41.50 

Positive Ranks 7q 5.21 36.50 

Ties 8r   

Total 20   

a. Hispanic < White 

b. Hispanic > White 

c. Hispanic = White 

d. Black < White 

e. Black > White 

f. Black = White 

g. White < Hispanic 

h. White > Hispanic 

i. White = Hispanic 

j. Black < Hispanic 

k. Black > Hispanic 

l. Black = Hispanic 

m. White < Black 

n. White > Black 

o. White = Black 

p. Hispanic < Black 

q. Hispanic > Black 

r. Hispanic = Black 

 
Results from Table 9 show that on: 
i. Hispanics to Whites comparison, 9 Whites executed inmates had a higher Emotion Score than 

Hispanics. However, 4 Hispanics had a higher Emotion Score than Whites and 7 executed Hispanics 
and Whites had no difference in their Emotion Score.  

ii. Black to White comparison, 9 Whites executed inmates had a higher Emotion Score than Blacks. 
However, 6 Blacks had a higher Emotion Score than Whites and 5 executed Blacks and Whites had no 
difference in their Emotion Score. 

iii. White to Hispanic comparison, 4 Hispanics executed inmates had a higher Emotion Score than Whites. 
However, 9 Whites had a higher Emotion Score than Hispanics and 7 executed Whites and Hispanics 
had no difference in their Emotion Score.  
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iv. Black to Hispanic comparison, 7 Hispanics executed inmates had a higher Emotion Score than Blacks. 
However, 5 Blacks had a higher Emotion Score than Hispanics and 8 executed Blacks and Hispanics 
had no difference in their Emotion Score.  

v. White to Black comparison, 6 Blacks executed inmates had a higher Emotion Score than Whites. 
However, 9 Whites had a higher Emotion Score than Blacks and 5 executed Blacks and Whites had no 
difference in their Emotion Score.  

vi. Hispanic to Black comparison, 5 Blacks executed inmates had a higher Emotion Score than Hispanics. 
However, 7 Hispanics had a higher Emotion Score than Blacks and 8 executed Hispanics and Blacks 
had no difference in their Emotion Score.  

 
4.3.2 Bonferroni Adjustment 
 
Bonferroni adjustment on our results from the Wilcoxon tests was made because it is making multiple 
comparisons. So our adjusted significance level is obtained by dividing 0.05 our current significance level 
by number of comparisons which is 6. Result is 0.0083, which is our new significance level. 

 
Table 10. Wilcoxon Test Statistics 

Test Statisticsa 

 Hispanic - 
White 

Black - 
White 

White - 
Hispanic 

Black - 
Hispanic 

White - Black Hispanic - 
Black 

Z -.321b -.088b -.321c -.198c -.088c -.198b 

Asymp. 
Sig. (2-
tailed) 

.748 .930 .748 .843 .930 .843 

a. Wilcoxon Signed Ranks Test 

b. Based on positive ranks. 

c. Based on negative ranks. 

 
Table 10 shows changes between emotions score of the different races, and it leads to overall to a 
statistically significant difference. Comparing the “Asymp. Sig. (2-tailed)” values with our significance level 
p < 0.0083 it is discovered that there was no statistical significant difference between the races in terms of 
emotion classes. 
 
5. CONCLUSION 
 
Although anger achieved both highest scores for minimum and maximum values compared to other 
emotions; it did not achieve the highest mean score. It came in second to the emotion Joy; Joy has 0.31 
mean score followed by Anger 0.30, Sadness 0.26, Love 0.06, Fear 0.05, and Surprise 0.02. There was a 
statistically significant difference in emotions depending on executed inmate race class at, χ2 (2) = 1.719, p 
= 0.423. Post hoc analysis with Wilcoxon signed-rank tests was conducted with a Bonferroni correction 
applied, resulting in a significance level set at p < 0.0083. Using the new significance level and checking 
the condition level p < 0.0083, there were no significant differences between the different races. 
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